
JOLRNAL OF APPROXIMATION THEORY 83, 423-447 (1995)

Interpolation by Uni- and Multivariate
Generalized Splines

MANFRED SOMMER

Mathematisch-Geographische Fakultiit, Kalholische Unirersitiit Eichsliitl,
D-85071 Eichstiitt, Germany

AND

HANS STRAUSS

Institllt fiir AlIgclrlllldtc Mathematik, lJllirersitiit Er/allgclI-N1Jmherg,
D-91058 Erlallgell, Germally

Commlillicated hy Boris/til' Bojallol'

Received August 15, 1994; accepted January 5, 1995

Lagrange interpolation by finite-dimensional spaces of uni- and multivariate
generalized spline functions (including polynomial splines) is studied. Using a con­
dition of Schoenberg- Whitney type, it is shown how to change an almost interpola­
tion set in order to obtain a set which admits unique Lagrange interpolation.
Moreover, it is shown that every regular space of univariate generalized splines is
a weak Chebyshev space if and only if every interpolation set can be characterized
by a modified Schoenberg Whitney type condition. "1995 AcademIC Pre". Inc.

I. INTRODUCTION

We are interested in Lagrange interpolation using finite-dimensional
spaces U of multivariate spline functions defined on a polyhedral region K
in IRk. The problem is to study configurations T= {II' ... , IJ c K where
s ~ II = dim U and T is a set of distinct points such that

dim UIT=S,

In the case when s=n this implies that for any given data {YI, ... , YIl} there
exists a unique function U E U such that

i = I, ... , fl.
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For univariate splines this problem is completely solved by Schoenberg and
Whitney [4]. They have shown that interpolation is possible if and only if
the points of interpolation are appropriately interlaced with the knots of
the splines.

Recently, we have introduced a condition of Schoenberg-Whitney type
and have shown in [7] that this condition characterizes all configurations
T in K such that T is an almost interpolation set (Definition 2.1, Theorem
2.3). Applying this result we are now interested in the question of how to
change an almost interpolation set in order to obtain a configuration which
admits unique Lagrange interpolation (Theorem 3.1). In the case of
bivariate linear splines we are able to develop a simple algorithm to deter­
mine interpolation sets (Theorem 3.4).

In Section 4 we consider the case of univariate generalized splines. We
introduce the so-called strong condition of Schoenberg-Whitney type
(SSW-condition) which is always necessary for any configuration T to be
an interpolation set, and we are interested in which generalized spline
spaces have the SSW-property; i.e. the SSW-condition is also sufficient for
any T to be an interpolation set. In this context the class of weak
Chebyshev subspaces of C[ a, h] plays an important role. Our main result
states that a regular generalized spline space U has the SSW-property if
and only if U is a weak Chebyshev space (Theorem 4.9).

Finally, in Section 5 we show that for a class of generalized splines our
results stated in Section 4 extend results on interpolation by generalized
splines and weak Chebyshev spaces given in [3] and by Davydov [2],
respectively.

In the proof of Theorem 4.6 we present a method to construct a wide
class of interpolation sets T = {t l' ... , t,} for every S E { I, ... , IJ}.

2. A CHARACTERIZATION OF ALMOST INTERPOLATION SETS

Recently, in [7] we have introduced a condition of Schoenberg-Whitney
type to study the problem of interpolation by multivariate splines. To
formulate it let

K:=UK;
iE I

where K, is a convex polyhedron in IRk (k ~ I), i E I and I denotes a finite
subset of N. Assume that K, ¢. U;d\{I} K;. Moreover, assume that K is
connected and for all i, j E I, i #- j the intersection of K; and Kj is empty or
a common face (for more details see [7]).

Let any pEN u {O} be given. For each i = 1, ... , q suppose that V,
denotes a finite-dimensional linear subspace of C"(K,) having the following
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property: Let VEV; and 1EZ(V):={tEK,:v(t)=0}. If there exists £>0
such that v(t) = 0 for every t E K, satisfying lit -111 < £, then v == 0 on K;.

A prototype of V; is the linear space nm of polynomials of total degree
at most m (m EN) defined on rR k

.

We define the linear space S (~r generalized .\plines of smoolhness p by

S := {s E CP( K): for every i E I there exists s; E V; such that

(2.1 )

Suppose that {u I' ... , u,,} denotes a system of linearly independent func­
tions in S. Define

V:= span{ U j , ... , un}.

In the following we consider subsets T = { I I' ... , fJ of K (s :(; n) where we
always assume that I; i= t j if i i= j. We shall need the following notations.

DEFINITION 2.1. T is called an interpolation set (I-se/) with respect 10 V
(H'.r.I.V) if

dim VIT=S,

Otherwise, T is called a noninterpolation set (NI-set) w.r.t. U.
T is called an almost interpolation set (AI-set) w.r.f.U if for any £ > 0

there exist points 1,EK, i=I. ...,s satisfying 11/;-7;11<£, i=I. ...,s such
that {iI' ..., iJ is an I-set w.r.t.u.

Moreover, by card( M) we denote the cardinality of a finite subset M
of K.

Let a subset R:= U;~ I K,; of K be given where {iI' ... , if} C I. Then the
interior tl R with respect to K is defined by

intKR:=K u
l\{ ;1 •. , ill

In [7] we have introduced a property which has been inspired by a well­
known condition of Schoenberg and Whitney ensuring uniqueness of
Lagrange interpolation by univariate splines with fixed knots (Schoenberg
and Whitney [4]; see also Schumaker [5]).

DEFINITION 2.2. Let T = {I I' ... , f,.} c K (s:(; n) and U = span {u l , ... , u,,}.

We say that T satisfies a condition (){ Schoenherg- Whilney fJpe or T is an
SWT-set ll'.r.t.U if

card( Tn int K R) :(; dim V lint, R

for every choice of subsets R:= u;~ I K i; of K where {ii' ..., if} C I.
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The main result in [7] can now be stated as follows.

THEOREM 2.3 [7]. Let T= ttl' .. " t , } and V=span{u" ... , un}. Then T
is an AI-set II'.r.t. V if and on!.v if T is an SWT-set l1'.r.1. U.

We shall use this statement in Section 3 to treat the problem of how to
change an AI-set to an I-set. To these investigations two results also given
in [7] are very useful.

PROPOSITION 2.4 [7]. Let T= ttl, ... , t , } cK (s:S;n) and assume that V
denotes an n-dimensional subsJ}(/ce of S. Then the following conditions are
equivalent.

(i)

(ii)
{ I, ..., 11 }

T is an SWT-set H'.r.t.V;

For each basis {u" ..., un}
such that

of V there is some permutation (J of

i = I, ..., s.

PROPOSITION 2.5 [7]. Let T = {t" ..., tJ c K and assume that T is an
SWT-set 11'.0. V = span {u" ..., un}. Then .li)r every /; > 0 there exists a set
T= {I" ... , l,} c K .mti4.i'ing

(i) T is an SWT-.I'et II'.r.t.V;

(ii) .lur every iE{1, ... ,S} there exists liEf such that tiEK}, and
I; E int K K i,;

(iii) IIt;-1;II</;,i=I, ... ,s.

3. INTERPOLATION BY MULTIVARIATE SPLINES

Assume now that in (2.1), Vi = JIm' i E I; i.e., S is a space of multivariate
polynomial splines.

As an application of Theorem 2.3 we shaH now show that every AI-set
T= ttl' ... , tn} can be changed to an I-set Tin a very general way. Indeed,
let T={t" ...,t ll } cK being an SWT-set w.r.t.V=span{u" ...,u,,} and let
/; > O. By Proposition 2.5 there exists T= {tl' ... , til} C K satisfying

(i) T is an SWT-set w.r.t.V;

(ii) for every i E { I, ... , n} there exists }; E I such that t( E Ki , and
Ii E int K Kj ,;

(iii) II t i-Ii II < /;, i = 1, ..., n.
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To determine a direction for changing t; choose any point Vi E int K Kj "

i = I, ... , 11. Then in view of (i) and (ii) above, we already know that
V:={v], ... ,v,,} is an SWT-set w.r.t.u. Therefore by Theorem 2.3, there
exists an I-set V: = {iJ] , ... , v,,} such that Vi E Kj , and II v; - 1";; II < e, i = I, ..., 11.

Now considering the line through t; and Vi we define

I; := { t E K j ,: there exists ), E IR such that t = t i 0- )= (l - i,) t i + AV;} ,

i = I, ..., n. In particular, since K j , is convex, t i (ic) E Ii if 0 ~ ), ~ 1. (In fact, I;
also depends on e, but we may omit it, because e will not be changed in
the sequeL)

We are now ready to state a result on existence of I-sets on U;'~ I 1;.

THEOREM 3.1. Let the same hypotheses as above be gil'ell. Then there
exists a real positit'e number AI) such that T defined by

T:= T(ic):= {tdi,), ... , tn(A)}

where t;o.) E I;, i = I, ... , 11 is an I-set 1I'.r.t. U ji)r every 0< i, < AI). Ilt;O-) E I;
.!l)r every - ..1 0 < A< 0 and every i = 1, ..., n, the statement is en'lI true .li)r
0< li.1 < AI). Moreover, (l T is all I-set lI'.r.t.U, the statemellt also holds il
),=0.

Proof: Let {UI""'U n } be any basis of U. Since Vis an I-set w.r.t.U, it
follows that

Set D(i.) :=det(u;(tp')));~j~I' 0 ~;. ~ 1. Hence, D( I) #0. Since every u, is
a polynomial of total degree at most m on Kj,' i = I, ..., II, it clearly follows
that u, is a polynomial in i. of degree at most //I on Ii' This implies that
D( .) is a polynomial in ;. of degree at most 11m, 0 ~ A~ I. Then it follows
from Di I ) # 0 that D( . ) has at most finitely many zeros in [0, I).

Hence there exists )'0> 0 such that D(}.) # 0 for every 0 < i, < Ao.
If t;(),) E I, for every - i'l) <). < 0 and every i = I, ... , n, then defining D().)

for -},I) < I- ~ I and arguing as above we obtain DO.) # 0 if 0 < Ii.1 < 1-0 ,

Finally, if T is an I-set, then D(O) # 0, and the proof is completed. I
Remark 3.2. Since e can be chosen as small as possible, the above state­

ment shows that an AI-set T with card( T) = n can be changed to an I-set
shifting every element t, of T in nearly every direction within the
polyhedron Kj,.

Sufficient conditions for a set T to be an I-set and algorithms for con­
structing I-sets are given in some special cases of multivariate spline
interpolation (for references see [7]). [n the case of bivariate linear splines
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such an algorithm was developed by Chui, He and Wang (see Chui [I],
Chapter 9). Using the methods in the proof of Theorem 3.1 we shall now
examine this case more detailed and shall describe a simple algorithm to
construct a wide class of I-sets.

Let K denote a regular triangulatiun in [R2; i.e., K = Uj E J K, C [R2 where
{K j } ; E1 is a set of triangles with the property that no vertex of K; lies on
the interior of a side of any other K j (i, i E I). Assume that {e" ..., ell}
denotes the set of all vertices of the triangles K j in K (i E I). If U is the
subspace of bivariate linear splines in C(K), then it is well-known (see Chui
[ 1], p. 136) that dim U = II and there exists a basis {u I, ... , ull } defined
uniquely by u;(e):=6 jj , i,j=l, ... ,I1. Of course each U; is a minimally
supported function in U. It is usually called a Courant (hat) function. We
define

i=1. ...,I1.

/I

L u;(tj) = 1- uj(tj) <!.
j~'

i-l-i

In addition, the left-sided sum contains at most two terms which are non­
zero. Hence it follows that the matrix (UN'));:j~' is diagonally dominant
which implies that {t I' ... , til} is an I-set w.r.t. U for every choice of points
t;EL" i= I, ..., 11.

Starting with an arbitrary AI-set we shall now apply this fact to con­
struct I-sets as follows. Suppose that T= {t l , ... , til} is an AI-set w.r.t.u.
Then by Theorem 2.3 and Proposition 2.4 there exists some permutation (J

of { 1, ... , 11} such that

i= I, ... , n.

W.l.o.g. we may assume that (JU) = i, i = I, ... , 11. Moreover, by definition of
U j we have that

This implies that t j E Kji C S; for some i; E I, i = 1, ... , n. Since L; n Kji # 0,
we can choose any l j E L j n K j , and define

1;:= {i; E Kj ,: there exists ). E [R such that f j = f;(}e) = (I - nt, + At;},

i = 1, ..., n. In particular, it follows that f;(A) E I;, 0 ~ A~ 1.
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We are now able to show that T can be easily changed to an I-set on

U;'~l/i'

THEOREM 3.3. Let the same hJpotheses as aho!'e he gil'en. Then there

exists a real positit1e numher Ao such that

II'here fiU) Eli' i = I, ... , n is an I-set lI'.r.t. Ufor e!'ery °< ), < A{). If f i(A) E I;
for every - Ao < A< °and every i = I, ..., n, the statement is even true f()r°< IAI < Ao· Moreover, if T is an I-set lI'.r.t.U, the statement also holds if
I- = 0.

Prooj: The statement can be analogously proved as Theorem 3.1. I

Refllark 3.4. (i) Let for iE {I, ... , n} K j , be any triangle in K such that
(', is a vertex of Kj , Assume that this triangle is defined by the vertices ('i'

.I; , f~· Set fil,: = ((' i + .I; )/2, I = I, 2, the midpoints of two sides in Kii , and
draw a line gi through fill and fIl2' Since u,(e,) = I and u;(J;) =0,1= I, 2,
it is obvious that ui(t)=! for every tEginKj , Hence it follows that
L i n Kj , where L i is defined as above is the triangle with the vertices ('i' nil,

m 2 , except the side gin K j ,

This shows that each L i can be easily determined.

(ii) The subsets {L i } ;'~ I of K are maximal in the sense that Theorem
3.3 is no longer true if L i is extended to its closure

Ii:={tEK:ui(t)~n, i = I, ... , n.

To show this let ('1=(0,0), e2=(1,0), e~=(1, I), e4=(0, I)EIR 2
, and let

K I , K2 be triangles with the vertices el' e~, e4 and e l , e 2, e~, respectively.
Let K=Kl uK2 =[0,I]x[0,1] and T={t l , ...,t4 } where tl=(~,k),

t2=(~'~)' t,=(~,~), t4=U,~). Assume that U=span{uI, ...,u4l where
ui(e,) = Ju' i, j = I, ... ,4. Then the function Uo E U defined by

{
~+x- )',

uo(x, y):= '1 .
1:- x + y,

if (x, y)EK I

if (x, y)EK2

satisfies uo(tj) =0, i= I, ... , 4. Moreover, we obtain II = K n {(x, y): x + y­
!~O}, I 2 =Kn{(x,y): x-y-!~O}, I~=Kn{(x,y): x+y-~~O},

I 4 = K n {(:I.', y): x - y + ! ~ O}. If we define I, E Ii' i = 1, ... , 4 by II = (!' 0),
'2 = (I, ~), I~ = (!' I), f4 = (0, !), we then obtain uO(f i ) = °which shows that
uo(t) = 0, t E [t " f,], i = I, ... ,4. Therefore, T cannot be changed to an I-set
W.r.t. U when shifting T on the straight lines through t i and f i , i = I, ... ,4.
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4. INTERPOLATION BY GENERALIZED SPLINES

Throughout Sections 4-6 we shall assume that K = [a, h] c IR. Hence by
definition of K there exists a knot partition A: a=xo<x J < ... <X"+I =h
(r ~O) such that K i = [Xi' X i + J], i = 0, ..., rand

K= U K i = [a, h].
i~O

Associated with the partition L1 we consider finite-dimensional linear sub­
spaces V of C[a, h] such that for each iE {O, ..., r} the space U;:= VIK, has
the (NV)-property: If U E V i\ {O}, then u does not vanish identically on any
subinterval of K i • (Here and in the sequel a subinterval I is always assumed
to be nondegenerate; i.e., 1= [ex, jJ] where ex < [>')

Note that the most important examples of spaces Vi with the (NV)­
property are the Haar subspaces of C(K, ).

Thus associated with the partition L1 we consider linear subspaces

V:= V(A) := {u E C[a, h]: V i := VI K, has the (NV)-property, i = 0, ... , r}.

(4.1 )

In [3J, a special class of such spaces V was introduced. V was defined
there by Haar subspaces V, of C(Kj ), i = 0, ..., r and by linear functionals
describing how the ith and the )th pieces u II.:, and u IK,' respectively, of the
functions u E V are tied together. Therefore, in analogy to [3 J we call every
V defined as in (4.1) a space oj generali:ed splines, associated with A and
VI), ... , V" We set

GS" := {V c C[ a, h]: dim V = 11, V is defined as in (4.1)} (4.2)

and call GS" the class of generali:ed spline spaces.
Let VEGS" and T={t[, ... ,t,}c(a,h) such that S~11 and

Tn Z( V) = 0 where

Z( V) := { t E [a, h]: u( t) = 0 for every u E V}.

We are interested in a necessary and sufficient condition for T ensuring
dim VIT=S. (The assumption Tc(a,h) cannot be omitted as we shall
show in Remark 4.11.)

In view of Theorem 2.3, we already know that in the case when S = 11 the
set Tis an AI-set w.r.t.Vifand only if Tis an SWT-set. Hence it seems to
be natural to consider subsets T of [a, h] satisfying a slightly stronger
condition.
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DEFINITION 4.1. Let VEGS
II

and T={tl, ... ,t,} c(a,b)\Z(V). Then
we say that T satisfies a strong condition of Schoenberg- Whitney type or T
is an SS W-set wr.f. V if

card( Tn R) ~ dim V IR

for every choice of subsets R := U; ~ I K il of [a, b] where
O~il < '" <i/~r.

This condition is obviously necessary for T to be an I-set W.r.t. U.

LEMMA 4.2. If T is an I-set w.r.t. V, then T is an SSW-set w.r.t. U.

Proot: Suppose that T is an I-set but fails to be an SSW-set. Hence

c := card( Tn R) > dim V IR : = C

for some R:= u;~ I K i, . Thus we could interpolate arbitrary data
{YI' ... , y,} by VI R at Tn R which contradicts c > l~. I

Remark 4.3. A simple example shows that the converse of the above
statement is not true in general:

Let K=[-I,I] and -1=xo <xl=1. Assume that V=span{lll,ll~}

where III == I and u~( t) := t~, t E K. It then follows immediately that T is an
SSW-set w.r.t.V whenever T= {t l , t~} and -1 < t l < t~ < 1. On the other
hand, the function :y,2U1 - U~ has the zeros -7..,:y, where 0 <:y, < I which
implies that T,:= { -IX, IX} fails to be an I-set.

This remark leads us to make the following definition.

DEFINITION 4.4. Let V E GS". Then V is said to have the SSW-property
(respectively the SSW,,-property) if every SSW-set T W.r.t.V (respectively
every SSW-set T W.r.t. V such that card( T) = n) is an I-set.

Moreover, V is said to have the weak SSW-property if V has the SSW Il ­

property and every SSW-set T W.r.t. V such that card( T) < nand
T c U~ ~ 0 int K K i is an I-set.

We are now interested in which generalized spline spaces possess these
interpolation properties. It turns out that in this context the class of weak
Chebyshev spaces plays an important role.

DEFINITION 4.5. An n-dimensional subspace V of C[ a, b] is called a
weak Chehyshet' or WT-space if every II E V has at most /I - I sign changes;
i.e., there do not exist points a ~ :: I < '" <::" + I ~ h such that

i = 1, ... , n.
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WT,,:= {Vc C(a, bJ: dim V=n, V is a WT-space}

and are now ready to state the main results of this section.

THEOREM 4.6. Let V E GS" and assume that V E WT/I" Then V has the
weak SS W-property.

The proof of this statement will be given in Section 6. We now show by
an example that in the preceding theorem the weak SSW-property cannot
be replaced by the SSW-property.

EXAMPLE 4.7. Let K=[-2,2J and K,=[xj,xj+IJ where x,=i-2,
i = 0, ... ,4. Suppose that V = span{ u l ' ... , u4 } where u 1( t) := t, t E K,

if t E [ -2, I J
if t E [ 1, 2 J,

if t E [ - 2, - 1] u [ 1, 2 ]

if t E [ - 1, I].

It is easily verified that V E GS4 n WT4 and Z( V) = 0. Let
T: = { - 3/2, -1, I}. Then it is easily seen that T is an SSW-set W.r.t. U. But
T fails to be an [-set, since dim V IT = 2 < card( T).

This shows that V does not have the SSW-property.

We now show by a simple example that the converse of Theorem 4.6 is
not true.

EXAMPLE 4.8. Let K=[-I, IJ, X o = -I, x)=1 and V=span{ud
where ut(l) :=1, tEE -1, I]. If T={ld c(-I, I)\{O}, then Tis trivially
an SSW-set w.r.t.u. Moreover, ul(t)) #0 which implies that V has the
SSW-property. But V ¢ WT" because u) has a sign change at t = O.

We shall now show that the converse of Theorem 4.6 is true under weak
additional assumptions on U. Let A c IR and F( A) denote the linear space
of all real valued functions on A. Following [2] we call a finite-dimen­
sional subspace V of F(A) regular if from the conditions u E V,
u(t I) U2( (2) < 0 where I), 12E A, I I < t2 it follows that there exists
tEA \Z( V) such that t I < I < 12 and u( I) =O. (In particular, V is regular if
A=[a,bJ, VcC(a,b] and Z(V)n(a,b)=0.)
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THEOREM 4.9. Let V E GSII and assume that V is regular. The .f(J!/owing
conditions are equivalent.

(i) V has the weak SSW-property;

(ii) V has the SSWII-property;

(iii) VEWTII .

The proof will also be given in Section 6. As a consequence of Theorem
4.9 we obtain a statement on the restrictions of V to the knot intervals K i .

COROLLARY 4.10. Assume that V E GS" a/ld has the SSW,,-property.
Moreocer, assume that V is regular. Then for ecery i E {O, ... , r} V has the
Haar property both in [Xi' X,+ I )\Z( V) and in (x" x i + I ]\Z( V).

Proof It follows from Theorem 4.9 that V E WT". Then by a result in
[6] VI h, is a WT-space of dimension II" i = 0, ... , r. Suppose now that for
some i E {O, ..., r} V fails to have the Haar property in [x" X j + I )\Z( V).
Therefore, and by (4.1) there must exist ii E V i \ {O} and points
X'~~I <Yl <~2< .. , <Y", I <~",<XJ+I such that

(i) ii(~j) =0, i= I, , n j ;

(ii) u(y,)o;tO, i=I, ,lI i -l;

(iii) {~I' ..., ~II,} () Z( V) = 0.

Then from a result of Stockenberg ( [8] or Theorem 2.45 of [5] l it follows
that U(t)=O for every tE[~""X'+I]' a contradiction of the assumption
on V" I

Remark 4.11. In the above statements we consider subsets T =
{t l , ... , t,} satisfying T () Z( V) = 0 and T c (a, h). While the first assump­
tion is trivially necessary for T to be an I-set, the assumption T c (a, h)
seems to be unnecessary. But this is not true as the following example
shows:

Let K=[-2, I] and K,=[Xi,Xi+l] where x j =i-2, i=O, 1,2,3.
Suppose that V = span{ u l , U2} where ul(t) := t, t E [ -2, I] and

{
O,

uo(t) := 0

- 1- t-,

if t E [ - 2, - I ]
if t E [ - I, I].

It follows immediately that V E GS2 () WT2 and V IK, is a Haar space,
i = 0, I, 2. Moreover, Z( VI = 0. Let T:= { -I, I}. Then it is easily verified
that

card( T" R) ~ dim VI R
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for every R := U; ~ 1 K i , C [ - 2, I ]. Hence T has the property of an SSW-set
W.r.t. U. But T fails to be an I-set, since u2( - I ) = U2( I ) = O.

This shows that Theorem 4.9 cannot be extended in the sense that V has
the SSW,,-property for every Tc [a, h) or Tc (a, 17], respectively.

5. THE INTERLACING AND (SW)-PROPERTY

Interpolation by generalized splines and a bigger subclass of weak
Chebyshev spaces was treated in [3] and by Davydov [2], respectively. In
this section we shall compare the results there with Theorem 4.9.

The interlacing property. Let .1:a=xo < ... <x,.+I=h and K i :=
[X;,X'+I]' i=O, ... ,r. For every iE{O, ... ,r} suppose that Vi is a Haar
subspace of C(K;) of dimension n; ~ I. Moreover, suppose that

r '- {(},ii "U)l""
~j'- _1"/\' Jv=I'

where the l'~ and }'~ are linear functionals defined on Vi and Vi' respec­
tively. In [3] a generalized spline space S was defined by

S := S( Vn , ... , V,.; r; 1'1 )

:= {s E C[ a, 17]: Si = S IK, E Vi' i = 0, ..., rand

Y~Si=j!~Si,V=I,...,ru,O~i<j~r}.

Comparing (5.1) with (4.2) we see that

(5.1 )

SEGSII , if dim S = n.

Suppose that S is defined as in (5.1 ) and dim S = n. To formulate the inter­
lacing property we need the notation

O~i<j~r+1.

DEFINITION 5.1 [3). S is said to possess the interlacing property
provided a set T = {t I' ... , til} where (/ ~ t I < '" < t" ~ 17 is an I-set w.r.t.S
if and only if it satisfies the condition

til 11',1+1 <x,.<I 11".1+1' i= I, ... , r. (5.2)

By Theorem 2.5 in [3] a characterization of which generalized spline
spaces S = S( V o, ..., V,.; r, .1) have the interlacing property is given. Let us
denote all the n-dimensional spaces S with this property by
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In particular, from the results in [3] it follows that

IPIl~ WTIl ·
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An important subclass of IP
II

forms the class of polynomial spline spaces
S",( L1) of degree m with r fixed knots. Indeed, condition (5.2) is derived
from the classical Schoenberg-Whitney condition [4]

i= I, ..., r

which characterizes every I-set T = { Ii' ... , t", + r + d w.r.t.S",( L1).

The (S W)-property. Since there exist generalized spline spaces S defined
as in (5.1) which are not contained in IP

II
(see Section 4 in [3] and

Remark 2.2 (ii) in [7]), in [2] a more general condition ensuring unique
Lagrange interpolation was introduced. To formulate it let A c IR and F( A)
denote the linear space of all real valued functions on A. Suppose that V
is a finite-dimensional subspace of F( A).

DEFINITION 5.2 [2]. V is said to possess the (S W)-property provided
the condition

card( M n [x, /1]) ~ dim VI A n [~.Ii] (5.3 )

for all x, fJ E IR, x ~ fJ is necessary and sufficient for every I-set Me A
W.r.t. U.

THEOREM 5.3 [2]. The .!iJIIOIl"ing condilions are equivalent.

(i) V has the (SWl-properly and is a weak Chebyshev subspace of
F(A);

(ii) VI.1 is a weak Chebyshev .Ipace for every subset A of" A.

In the case of regular subspaces of F( A) (for definition see Section 4)

the (SW )-property can be even characterized by statement (ii) of
Theorem 5.3.

THEOREM 5.4 [2]. Let V be regular. Then the following conditio/lS are
equivalent.

(i) V has the (SW)-property;

(ii) V IA is a weak Chebysher space .liJr every subset A of" A.
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It is noted in [2J that if A = [a, hJ and VEIP", then V has the (SW)­
property. The converse however is not true as we have shown in [7J,
Remark 2.2 (ii), (iv) by a simple example of a generalized spline space U
which has the (SW)-property but fails to have the interlacing property.

The weak SSW-property. Theorem 4.9 states that for a regular
generalized spline space V the weak SSW-property can be characterized by
the weak Chebyshev property. Moreover, it follows from Definition 5.2
that for spaces of generalized splines the (SW )-property clearly implies the
weak SSW-property. Hence, in view of Theorem 5.4, one could ask the
question of whether for regular generalized spline spaces (SW)-property
and weak SSW-property are equivalent. This is not true as the following
example shows.

EXAMPLE 5.5. Let K=[ -2,2J and K;=[x"xi+IJ where x;=i-2,
i=0, ...,4. Suppose Vo=U,=span{t} while U j =V1 =span{t,1-t1

}.

Hence Vi is a Haar subspace of C( K;), i = 0, ... , 3. We consider the
generalized spline space

where D_ and D + denote the left- and right-sided derivative of u, respec­
tively. This implies that V=span{u j , u1 } where UI(t) :=t, tE [-2, 2J and

if t E [ - 2, - I J u [ I, 2J
if t E [ - 1, I].

It follows immediately that V E GS1 n WT1 . Hence by Theorem 4.6, V has
the weak SSW-property.

But in view of Theorem 5.3, V fails to have the (SW)-property, because
VIKouK, is spanned by the function UI which changes the sign on KouK3 .

The last statement can be also obtained directly: Let T = {t I' t2} where
t I = - I, t1 = 1. Then

card(Tn[oc,PJ)~1=dim VI[~.II]'

if [oc, PJ c [ - 2, -I J u [ 1,2 J, and

card( Tn [oc, PJ) ~ 2 = dim VI [~./I]'

if [oc, PJ n ( - I, I) i= 0. This shows that T satisfies (5.3). On the other
hand, Ul(t,) = 0, i = 1, 2 which implies that V fails to have the (SW)­
property.
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6. PROOFS

437

Proof oj' Theorem 4.6. Let U E WTn- We first show the following state­
ment.

Claim I. U has the SSWII-property.

Proof Assume that T={/I, ...,III} c(a,h)\Z(U) such that T is an
SSW-set w.r.t.lJ. We have to show that T is an I-set.

Since T c (a, h)\Z( U), it is no restriction to assume that no knot interval
K j is contained in Z( U).

Assume that T fails to be an I-set W.r.t. lJ. Hence there exists U o E U\ {O}
such that uo(t i) = 0, i = I, ... , 11. We consider two cases.

Case I. Suppose that Un does not vanish identically on a knot interval
Kj . Then there must exist ::jE (tj, I j + I) such that uo(::,) '" 0, i = I, ... ,11- l.
Moreover, since Tn Z( U) = 0, for every i E { I, ... ,11} there exists u, E U
satisfying u i ( I,) '" O. Then by a result of Stockenberg ([ 8] or Theorem 2.45
of [5]) we must have I I = a and I" = h, a contradiction to the choice
of T.

Case 2. Suppose that Uo =' 0 on R: = U~ ~ I K" c [a, h] and does not
vanish identically on a knot interval outside of R. Hence there exists
j E { I, ... , I} such that Uo ~ 0 in K,,_ I or in Ki, + I' W.l.o.g. we may assume
that Uo ~ 0 in K i l' (In the case when Uo =' 0 in K i ,and U o~ 0 in K; + 1 '

all the following arguments for the left side of Ki, must be analogo~sly
applied to the right side of K;,.) To simplify our notations we set i; = i and
define (', :=dim UIK, Then uo=,O in K; and uo~O in K; , where
Ki=[xj,x;+,l Using arguments from linear Algebra we find points
Xi < 11'1 < ... < 11'", < X i + I such that

where U I' ... , u'" are functions in U which are linearly independent in K i .

We extend this point set by a point set {Il'q + " ... , 1l'1} from (a, h) n (R\K;)
where c := dim UI R such that dim U II",.. "': = c. This also follows from
linear Algebra and the obvious fact that dim U IR = dim U IA, + dim DIR

where D: = IU E U: U == 0 in Ki }.

Since U o~ 0 in K i _ I' there exists a sequence ()'III) c K; _ I converging to
Xi such that

sign uoCv lII ) =: (J'

for every mEN where (J' E { -I, I} independently of m. By the choice of
{II'" ..., II'J there exists a VI E U such that



438 SOMMER AND STRAUSS

i = I, ... , ("I'

i=("1 + 1...., ('.

Since by assumption U E WTII • it follows from a result in [6] that
UIK,E WT'I' Hence this implies that av,(xj):;:::O.

Let R:= (a, b)\R and T:= Tn 1<.. Recall that Tc Z(uo) and Uo does not
vanish identically on any subinterval of 1<.. Hence if lET, then in every
neighborhood of I there exists H' E R such that uo( w) =1= O. Moreover, recall
that T is assumed to be an SSW-set w.r.t.u. Hence.

card( Tn R) ~dim UIR=("

which implies that card( T) :;::: 11 - c. We now classify the set T as follows:

Z,,:= {t E T: Un changes the sign at tort E Z(v\l};

Z + := {t E T: t ¢ Z" and Un"l :;::: 0 in some neighborhood (t - (). t + 6) of t};

Z := {t E T: t ¢ Z", and Uo", ~ 0 in some neighborhood (t - 6. 1+ 6) of t}.

Then T= Z" u Z + u Z and Z + n Z _ = 0. We consider three more
cases.

Case 2 (a). Suppose that card(Z +) > card(Z ). Then for every suf­
ficiently small e > 0 the function Un - BV 1 has at least two sign changes in a
small neighborhood of I for every t E Z + and a zero at t or in a small
neighborhood of t for every t E Z" (even a sign change if Un changes the
sign at t). Since Z + u Z" c Rand R is open in K, we may assume that all
these zeros are also contained in 1<.. Moreover. Uo- ev 1 has (' - ("\ zeros
{IV" + I' ... , II',} c R\K;. Since (Tu {II', ..... IV,} ) n Z( U) = 0, it easily
follows that all these zeros of Un - BV 1 can be obtained in ((I, b)\Z( U). In
addition, u0 - ev 1 has c 1 - I zeros with sign changes in K j (where some of
them could be elements of Z( U)) and, since e is sufficiently small, Uo - IXI

does not vanish identically on a subinterval of [a, b]\(R\KJ
Thus we can obtain a function with at least

2 card(Z +) + card(Z,,) + C I - 1+ (' - ("\

:;::: card(Z +) + card(Z ) + card(Z,,) + ('

= card( T) + (' :;::: 11 - (" + (' = n

zeros in (a, b).
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Case 2 (b). Suppose that card(Z_»card(Z+). We then consider
Un + el'l where e is a sufficiently small positive number and conclude
analogously as in Case 2 (a).

Case 2 (c). Suppose that card(Z +) = card(Z). We consider the
function Uo - el' 1 where e is a sufficiently small positive number. Then this
function has a zero with sign change at x, or in some small left-sided
neighborhood (x,-6, x,). Moreover, arguing as in Case 2 (a) we have that
un-er, has at least 2card(Z+)+card(Z,,) zeros in Rn((a,b)\Z(V)),
C - C 1 zeros {II"" + I' ... , we} c (R\Kj)\Z( V), and c, - I zeros with sign
changes in K j , Summarizing we obtain

2 card(Z +) + card(Z,,) + I + C - C 1 + C 1 - 1= card( T) + c?: 11- C + C = 11

zeros in (a, b). In addition, since e is sufficiently small, Un -Cl' 1 does not
vanish identically on a subinterval of [a, b]\(R\K;).

Summary Case 2, We have obtained a function U 1 := Un ± WI satisfying
the following properties:

(i) If u, =0 in some KJc [a, b], then Kjc R 1:= R\Kj;

(ii) U J has at least card(T)+c I zeros in RJ :=(a,h)\R j ;

(iii) u, hasc-c 1 zeros {w,,+I, ... ,w,}cR1\Z(V).

Hence, since card( T) ?: 11 - c, there exist zeros =1 < ,.. < =/I _,+ 'I of U I in
R1 with all the additional properties given in the Cases 2 (a)-(c). In par­
ticular, it then follows that =i rj; Z( V), if U 1 does not change the sign at =,.

Let T1 := {=I' .. " =/1-<+'1,11"" + I' ... , w.}. Then card( T)) = II and in view
of the above properties, it is easily seen that

card( T1 n R,) = C -CI = dim VIR - dim VI/(,:( dim VI R"

Hence replacing uu, T and R by U 1 , T1 and R 1 , respectively we can again
apply the methods of Case 1 or Case 2 and finally obtain a function ii E V
such that ii does not vanish identically on some Kj , j = 0, ... , rand ii has II

zeros a < =1 < .,. < =" < h with the additional property that each zero =i
which fails to be a sign change of ii is an element of (a, h)\Z( V), Let
Z:={':I, ...,':/I} and

Z + (ii) := {':j EZ: ii is nonnegative in some neighborhood of =i};

Z _ (ii) := {':, E Z: ii is nonpositive in some neighborhood of': i} ;

Z".( ii) := {':, E Z: ii changes the sign at =i}'

If Z + (ii) u Z (ii) = 0, then ii would have 11 sign changes, contradicting
the assumption V E WT/I' Hence assume that card( Z + (ii) ) ~ card( Z (ii))
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and Z + (ti) -# 0. Let: E Z ~ (ti). Since: i Z( V), there exists Vo E V such that
vo(:) > O. Then arguing as in Case 2 we obtain a function VI := ti - evo
(f; > 0 sufficiently small) such that v, does not vanish identically on a sub­
interval of [a,h], has at least n zeros in (a, h), (Z+(vl)uZ (v,))n

Z( V) = 0 and card(Z".(v I )) ~ card(Z".(ti)) + I (where Z +(v I ), Z(vJl,
Z,,( v,) are sets of zeros of v I analogously defined as for the function ii).

Thus it is clear that after a finite number of steps we obtain a function
vE V with at least n sign changes, a contradiction to the assumption
VE WT".

This completes the proof of Claim I. I
Now we show that V has the weak SSW-property which will complete

the proof of Theorem 4.6.

Claim 2. V has the weak SSW-property.

Proal In view of Claim I, we have still to show that every SSW-set
Tc(a,h)\Z(V) w.r.t.V such that card(T)=s<n and TcU~~ointKK, is
an I-set w.r.t.u.

Suppose that such a set T is given and assume that T fails to be an I-set.
This means that

dim VIT<S.

We now construct an SSW-set T w.r.t.V such that Tc T and card( T) =
s + 1. Then it is obvious that

dim Vlr<s+ I

which implies that T fails to be an I-set. Applying this method n - s times
we finally shall arrive at an SSW-set T such that card( T) = nand

dim Vlr<n,

a contradiction to Claim 1.
Recall that T is assumed to be an SSW-set w.r.t.V and Tc

U~~o (x j , X j + I)· We consider two cases.

Case 1. Suppose that

card( Tn R) < dim VIR

for every R:=U;=IKjjcK. Then choosing any point iE(a,b)\(Z(V)u
Tu {XI' ... , x,}) we define

T:= Tu {t}

and clearly obtain an SSW-set w.r.t. U.
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Case 2. Suppose that

card( Tn R) = dim V IR
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for some R := U; = I K'j C K and assume that R is maximal in the sense that

card( Tn R) <dim VIR

for every R:=U~~I Km/cKwhere 1>1.
Since card( T) < n, it follows that (Xi' X i + I) n R = 0 for some

i E {O, ... , r} \ {iI' ... , if}' Choosing any point 'i E (Xi' Xi + I) we define

t:= Tu {f}.
A k

Let R := Uj~ I Km ,. To show that

card(tnR)~dimVIR (6.1)

we consider the following cases.

(i) Suppose that R c R. Since t n R = Tn Rand card( Tn R) ~
dim VIR, (6.1) follows immediately.

(ii) Suppose that int K Rn R = 0. We define

R :=RuR

and

0: = {u E U: u(t) = 0 for every t E R}.

We then have that dim VI R = dim VI R + dim 01 R' Since by definition,

Tc U (Xj,Xi+I)'
i=O

it follows that

card( Tn R) = card( Tn R) + card( Tn R).

In view of the maximality of R, this implies that

card( Tn R) + card( Tn R) = dim VIR + card(Tn R)

< dim V IR = dim V IR + dim 0 IR'

Hence we obtain that

card( Tn R) < dim 01 R ~ dim VIR-

This proves (6.1 ).
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(iii) Suppose that R= R , U R 2 where R I c Rand int K R 2 n R = 0. It
foHows from (i) and (ii) that

card( Tn R) = card( Tn R I ) + card( Tn R2 )

:( dim VI R] + dim 01 R2:( dim VI R'

This proves (6.1 ).

Thus we have shown that T is an SSW-set W.r.t. V where card( t) = s + 1
and Tc u;~o int K Ki . This completes the proof of Claim 2. I

Proof' of Theorem 4.9. Assume that V is regular. In view of Theorem
4.6, we have still to show that (ii) implies (iii). Hence assume that V has
the SSWII-property and suppose V ¢ WTII' Then there exists some
Uo E V\ {O} with at least n sign changes in (a. b). Since Vo is regular, this
means that there exist (/<::0</ 1<::1 < ... <::1/ I <11I<::Il<b such that
UO(Zi) UO(Zi+ I) < o. i = O.... , n - I. UO(ti) = 0 and f, ¢ Z( U). i = I, .... n.

Let T:={/I ..... /Il}. Since Tc(a.b)\Z(V). as in the proof of Theorem
4.6 we may assume that no knot interval K i is contained in Z( V).

Moreover. we then can choose Uo such that U o does not vanish identi­
cally in Ki• i = O.... , r. To show this suppose that Uo == 0 in Kin for some
io E { 0, .... r}. Since Kin ¢- Z( V). there exists if E U with a¥= 0 in K'n' Then for
some sufficiently smaH [; the function au: = U o + I:a has at least n sign
changes and n zeros {t i } ;'~ \ c (a, b)\Z( U). In addition, we have that ao ¥= 0
in Kin and if iiu==O in some Ki • i#-io• then uo==O there. Continuing this
method for some zero interval of uo , after a finite number of steps we
obtain a function with at least n sign changes and n zeros in (a, b)\Z( U)

which does not vanish identicaHy in any K i • i = O.... , r. Hence we may
assume that Uo has this property.

Let T= {f l , .... III} being defined as above. Then Tfails to be an SSW-set
W.r.t. U. Otherwise by the SSWII-property of V, T would be an I-set w.r.t. V
which contradicts the fact that TcZ(uo) and uo¥=O.

Since card( T) = n = dim V. it then foHows that there exists a subinterval
I:=[xi.xJ of[a.h] such that

card( Tn 1) ~ ni}:= dim VII
and

card( Tn 7):( dim VII

for every proper subinterval 7 of 1. We consider two cases.

Case I. Suppose that

card( Tn R) :( dim V IR

for every R:= U~ ~ I K ik C I.
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Choose a subset Tc Till such that card( T) = n ii , In particular, it
follows that

card(TIlR)~dimVIR

for every R as above, (Note that in this case I must be a proper subset of
[a, h], since T fails to be an SSW-set w.r.t.u.)

Case 2. Suppose that

card(TIlR»dim VIR

for some R := U~ ~ I K ik C I and assume that the number I of knot intervals
of R is minimal in the sense that

card( Til R) ~ dim VI R

- T -for every R:= Uk~ I K mk c I where 1< l.
Choose a subset T c Til R such that card( T) = dim V IR' Then by

assumption on R,

card( Til R) ~ dim VI R

- Tfor every R: = Uk ~ I Kmk c R.
Thus in the Cases I and 2 we have defined SSW-sets T W.r.t.VII and

W.r.t.VIR' respectively. Since Case I is obviously a special case of Case 2,
we shall only consider this case and shall complete t to obtain an SSW-set
w.r.t.u.

Hence suppose that Case 2 is given. Recall that Uo does not vanish
identically in K h , k = 0, ..., l. This implies that uo"l- 0 in R. To simplify the
following arguments we may assume that X , := Xii = min R, X i := X i/+ 1=

max R and define

D:= {U E U: U == 0 in R}.

Hence we have that K i = [Xi' Xi-t-I] C R, K j _ 1 = [Xi I' x j ] c Rand

n,j := dim V I["",] = dim V IR + dim DI['I",]'

We first complete T to obtain an SSW-set w.r.t.VI["",], We define

q = i + I, ... , j - 3.
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Let Iq+I:=dimVq+IIKq +" q=i, ...,j-3. Then it IS easily seen that
Iq+ I = a if K q + I C R, V j 2 C V j 3 C ... C Vi + 1 and

j .'

L 1'1+1 =dim VI[Yi"/J'
q=i

The last equality follows, because

dim VI[Y,.\/J=dim VI[",'."oIJ

=dim VIKi/' +dim{uE V: u=:o in K i + d 1[\i'2'\1 iJ

=/d 1 +dim Vi+ 2 1[x,fC.\/ iJ

= li+ 1 + li+2 + dim V i + 31['i+J.". iJ =
j 3

= L 1'1+ I'
'1=i

We now want to show that there exists U i + IE V i + I such that the func­
tion UO-Ui+i has at least 1;+1 zeros in (X i + I ,Xi +2)'

To prove it we first assume that Uo = ii in K i + I for some ii E Vi + I . Then
we set U,+I :=U. Otherwise, the subspace span({uo} u Vi+tlIK

Il
' has

dimension Ii + 1 + I which implies that it must contain a function Uo - U i + 1

with at least 1;+ I zeros in (x i +!, X i +2)'

In both cases we choose a subset T i + 1 of (Xi+ I ,Xi+ 2 ) such that
T i + 1cZ(UO-Ui+l) and card(Ti+I)=li+!' (In the particular case when
K i + 1 C R, it follows that Vi + 1 IK,. 1 = {a}. Then Ii + 1 = a which implies that
T,+ ,= 0·) Since K i c Rand V i + 1= 0, we have that Uo - Ui +! = Uo in R

and U i + ! =: a in K i • Therefore, Uo - U i + 1 ¥ 0 in R.
Continuing this method in K i + 2 we find a function U i + 2 E V i + 2 such that

UO-Ui+I-Ui+2 has at least li+2 zeros in (X i + 2,X'+3)' Let T i + 2 C

(X i +2,X i + 3) satisfying Ti+2CZ(UO-Ui+I-U'+2) and card(Ti + 2 )=li+2'

(In the particular case when Ki + 2 C R, it follows that I; + 2 =a and
T i + 2 =0·)

Moreover, in view of the properties of Vi + 2' we have that Uo - Ui + 1 ­

Ui + 2 =UO¥O in Rand UO-Ui+I-Ui+2=UO-Ui+1 in RuKi + l • In par­
ticular, T i + 1 c Z(uo - U i + 1 -U i + 2 )·

Continuing this process in K i + 3, ... , Kj _ 2 we finally get a function

j--- :2

uo:=uo- L uq ,

q~i+ 1

and subsets Tq of (x"' x q + I) such that

q = i + I, ..., j - 2.

In particular, T'I = 0 if K q c R.
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Moreover, since Uo = U o in R, it follows that Uo ¥= 0 in R, Tc Z( uo)

(where T denotes the subset of Z(uo) n R which was defined in Case 2) and

card (TU q~Y~ IT,,) = dim VIR + q~~~ I I"

=dim VIR+dim UI[.\,.\d=n i/.

We set

i - 2

t:= Tu U T'I"
t/=/+ I

Then by the above arguments, tcZ(uo)n[x"xiJ and card(t)=nu =
dim VI [\,.\,]'

We shall now show that t is an SSW-set w.r.t.VI[\,.\;J' Assuming that

7

R:= U K"'k C [Xi' xJ
k~1

where i~m, < ... <m7~j-1 we have to show that

card( t n R) ~ dim V IR'

We consider three cases.

(6.2)

(i) Suppose that Rc R. Then t n R = Tn R and by the assumption
on R in Case 2, (6.2) follows immediately.

(ii) Suppose that int K Rn R = 0. Fr9m the choice of T",
q = i + 1..... j - 2 it then follows that t n R= U~ ~ I T"'k' This implies that

7 7

card( t n R) = L I"'k = I dim V,,,, IK""

k~' k~ 1

where the first inequality follows from the fact that V"'Tc V"I/ c··· c

V"" cD and

7

L l"'k~dim V""IR~dim DIR'
k ~,

(iii) Suppose that R=R,uR2 where R,cR and int K R2 nR=0.
Concluding as in (i) and (ji) we then have that

card(tnRl)~dimVIR,
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card(TnR2 );(dim VIR,.

Let 0: = {U E U: U == 0 in R I }. Since RIc R, it then follows that V c O.
Moreover, we have that

Using these arguments we finally obtain that

card( Tn R) =card( Tn R,) + card( Tn R 2 )

;(dim VIR, +dim VIR,

;(dim VIR, +dim OIR,=dim VIR'

This proves (6.2). I
Thus we have shown that Tis an SSW-set w.r.t.VI[Xi"I] where TcZ(u o)

and Uo ¥= 0 in [x" .\J.
We now define

q = j, ... , r-l

and

q=j, ... , r.

Analogously as above we complete T to a subset T of [Xi' X r + I J such
that TcZ(uo) for some UoEV, uo¥=O in [Xi,Xr+1J, Tn[xi,xJ=T,
card(Tn(xj, xr+l])=I.~/~jl,,=dimVj![x,.xniJ which implies that
card(T)=nij+dim Vjl[x,.x,rd=dim VI[x"'nd' and T is an SSW-set
W.r.t. VI [x,. Xn iJ'

We finally apply the above method to the interval [xo, Xi] and the func­
tion Uo and obtain a function UE V\ {O} and a subset T( u) c Z( U) such that
T( u) is an SSW-set w.r.t. U. But this contradicts the hypothesis on V to
have the SSW,,-property.

Thus we have shown that V E WT" and the proof of Theorem 4.9 is
completed. I
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